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Executive Summary 

Opening up government data to the public has been recognized to have a significant impact on enhancing 

transparency and accountability of public sector entities while promoting new forms of innovation in  overnment 

and society1. Consequently, driven by the European Public Sector Information (PSI) directive; many European 

Union (EU) member states have launched their Open Data initiatives2 at different levels of government. 

Currently, there are over 8,000 datasets available on the EU Open Data Portal3. However, barriers challenges 

such as limited access and use of open data by citizens and third-parties; limited capacity of government 

agencies to publish new datasets of high value in a sustainable manner; and weak legislative framework to 

enable ethical reuse of available datasets4, have limited the expected returns from these open data initiatives. 

In addition, there is paucity of guidelines and best practice guide on how public agencies can effectively publish 

their open datasets and capture some public value from their investment in open data initiatives. All these 

challenges and innovation opportunities have led to calls for next generation open data infrastructure. Such 

open data infrastructure among others is expected to support for social interaction over published datasets as 

a means to increase data and government transparency5 through the integration of Web 2.0 with traditional 

Open Data platforms6.  

The Route-To-PA Project7, which stands for Raising Open and User-friendly Transparency-Enabling Technologies 

for Public Administration; aims to address some of the above challenges associated with City Government open 

data initiatives through the conceptualisation and design of next generation open data infrastructure as well as 

the elaboration of a detailed guideline for provisioning a sustainable open data infrastructure and ecosystem.   

Specifically, the Route-To-PA project aims to design and develop models, tools, technology artefacts that will 

simplify and increase access to datasets published on open data portals and also enable citizens to engage on 

different societal issues by drawing on insights provided from analysis and exploration of available open datasets 

in different forms. To achieve these objective, the project will deliver three major outputs in collaboration with 

its five pilot Public Administration (PA) partners: 1) SPOD ς A Social Platform for Open Data enabling social 

interactions among end-users drawing on different visualisations of open data, 2) TET ς a set Transparency 

Enhancing Toolset that will be designed to extend existing open data platform by a set of features that simplifies 

access to and analysis of datasets as well as export of different representations of datasets to external platforms 

including SPOD; and 3) GUIDE  - a set of recommendations on good practices and strategy for Public 

Administrations to publish high quality datasets and effectively engage citizens to use available dataset for 

addressing societal issues of interest.  

This deliverable D2.1 - ά{ǘŀǘŜ-of-the-ŀǊǘ wŜǇƻǊǘ ŀƴŘ 9Ǿŀƭǳŀǘƛƻƴ ƻŦ 9ȄƛǎǘƛƴƎ hǇŜƴ 5ŀǘŀ tƭŀǘŦƻǊƳǎέ is produced 

as the output from task T2.1 (State-of-the-art Investigation). The report is the first in the series of deliverables 

for Work package WP2 (User and Systems Requirement) that aims to gather the use cases and systems 

requirements for the major technology artefacts to be developed in WP4 ς ά¢ŜŎƘƴƻƭƻƎƛŎŀƭ 5ŜǾŜƭƻǇƳŜƴǘ ŀƴŘ 

                                                           

1 Bonsón, E., Torres, L., Royo, S., & Flores, F. (2012). Local e-government 2.0: Social media and corporate transparency in municipalities. 
Government Information Quarterly, 29(2), 123ς132. doi:10.1016/j.giq.2011.10.001 

2 Colpaert, P., Dimou, A., Sande, M. ±ŀƴŘŜǊΣ .ǊŜǳŜǊΣ WΦΣ ±ŀƴΣ aΦΣ aŀƴƴŜƴǎΣ 9ΦΣ Χ 5ƛƳƻǳΣ !Φ όнлмпύΦ ! ǘƘǊŜŜ-level data publishing portal. 
Athens: European Data Forum. Retrieved from http://2014.data-forum.eu/sites/default/files/pdf/edf2014_submission_43.pdf 

3 European Union Open Data Portal, available at https://open-data.europa.eu/en/data 
4 Janssen, M., Charalabidis, Y., Zuiderwijk, A., Janssen, M., Charalabidis, Y., & Zuiderwijk, A. (2012). Benefits , Adoption Barriers and Myths 

of Open Data and Open Government Benefits , Adoption Barriers and Myths of Open Data and Open. Information Systems 
Management, 29(4), 258ς268. doi:10.1080/10580530.2012.716740 

5 Peled, A., & Science, P. (2012). Effective Openness ς The Role of Open Data 2 . 0 in a Wider Transparency Program. In 3rd Global 
Conference on Transparency Research, HEC, Paris, France (October 24-26, 2013) (pp. 44ς46). 

6 Alexopoulos, C., Zuiderwijk, A., Charapabidis, Y., Loukis, E., & Janssen, M. (2014). Designing a Second Generation of Open Data 
tƭŀǘŦƻǊƳǎ Υ LƴǘŜƎǊŀǘƛƴƎ Open Data and Social Media. E-Gove, LNCS 8653, 230ς241. 

7 http://www.routetopa.eu 
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LƴǘŜƎǊŀǘƛƻƴέ ǿƘƛŎƘ ƛƴŎƭǳŘŜ {th5 ŀƴd TET. Specifically, results of deliverable D2.1 will serve as input into the 

choice of base open data infrastructure and platforms to be extended with features described in deliverable 

D2.4 (Requirements Specification and Use Case Model). In general, this report is useful for open data programme 

managers and civil society organizations that may have the need to provide a platform for publishing open data. 

Figure 1: Relationship between deliverable and other deliverables in WP2 

 

 

Albeit, there are a few existing studies on Open Data Platforms8, none of these studies specifically investigates 

how these platforms support better accessibility and understandability of datasets (i.e. their transparency) 

published on these platforms. Furthermore, these reports do not also discuss social features nor the 

extensibility of these platforms.  

This report aims to provide some evaluation of existing open data platforms by examining: 

[1] The degree of availability of features that enables Public Authorities and other Open Government Data 

providers publish high-quality datasets on transparency attributes such as9: accessibility, usability, 

understandability, informativeness and auditability, as well as social interaction and collaboration on 

datasets; 

[2] The shortcomings of these platforms based on the perceptions of different categories of stakeholders, 

such as data publishers, data consumers, and mediators 

[3] The platform features, desirable by Open Data stakeholders regarding dataset transparency, social 

interaction and collaboration on datasets and 

[4] The degree to which these platforms provides extension mechanisms to facilitate the development of 

additional capabilities. 

 

To answer these questions, the study collected data using four different methods. The first method involved 

desk research on existing portals and their features and evaluations of these platforms. The desk research was 

conducted from February 15 to April 30, 2015. The second method involved conducting interviews with six 

                                                           

8 E.g. the study on Technical Assessment of Open Data Platforms for National Statistical Organisations, 2014, by the World Bank 

9 Cappelli et al, Managing Transparency Guided by a Maturity Model, 3rd Conference on Transparency Research HEC PARIS, October 24-
26th, 2013 
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experts in the roles of platform developers, open data policy expert, open data publisher, researchers and end 

users. The interviews were carried out through face-to-face meetings and virtual meetings over Skype from April 

27 to 1 May, 2015. The third source of information for the study involved conducting workshops for open data 

stakeholders in the five pilot locations. These locations  include Dublin (Rep. of Ireland) on 17 April 2015, Prato 

(Italy) on 23 April 2015, Groningen (the Netherlands) on 19 May 2015, Den Haag (the Netherlands) on 11 May 

2015 and Issy Les Molineaux (France) on 15 May 2015.  In total, 77 stakeholders participated in the workshops 

across the five locations with 18 in Dublin, 17 in Groningen, 17 in Prato, 17 in Den Haag and 15 in Issy les 

Molineaux. The stakeholders ranged from platform providers and data publishers (Local Public Admin 

representative). Technology and open data platform developers, open government researchers, citizen 

representatives, entrepreneurs, civil society representatives, journalists, Information Manager in City Public 

Administrations, Census Office representative, open data specialist, software developers, Chief Executives of 

start-ups. The last source of information is based on results of direct evaluation of instances of selected open 

data platforms.  

The selection of platforms for evaluation in the study is based on two core criteria. The first criterion is that the 

selected platform must be purpose-built for open data management (not just a web portal framework) with 

some installed base (information about installed bases of portals is available at dataportals.org). The second 

criterion is the availability of documentation and literature about the platform in the open domain or direct 

access to the developers (or developer community) of the platforms. A third criterion adopted in the study for 

selecting platforms to study is related to the availability of advanced features on the platforms. Consequently, 

the following eleven (11) purpose-built platforms were selected: CKAN, DKAN, Socrata, Junar, DataTank and 

OpenDatasoft based on the availability of literature and web resources about the platforms;  PublishMyData 

and Information Workbench based on direct access to their developers; while Enigma, Callimachus and Semantic 

MediaWiki were selected based on their claims of providing advanced features. 

To address the first research objective, the platforms were evaluated against a set of 12 criteria that determine 

the degree to which the platforms support data transparency regarding dataset accessibility and 

understandability features of the platforms. These criteria include availability of: 1) Metadata, Data and File 

Format Standards and Schemas, 2) Flexible search facility for datasets, 3) Social Media, Collaboration and Social 

Sharing tools, 4) Dataset Publishing, 5) Harvesting, Federation and Cataloguing, 6) Data Analysis tools, 7) 

Visualisation tools, 8) Personalisation tools and 9) Customisation tools, 10) Dataset licensing service, 11) 

Accessibility and 12) Extensibility mechanisms. These criteria are defined in Section 3. The fourth objective 

is addressed by considering additional information on whether the platform: 1) is open source,  2) provides 

concrete extension mechanisms for end-users and developers, 3) provides a guide to support extension activities 

and 4) allows publishers to customise metadata schemas.  Objective 2 is addressed by analysing the barriers 

contributed by stakeholders that are related data transparency, social and collaboration activities on datasets. 

Objective 3 is addressed by evaluating the features and solutions to identified barriers and shortcomings of Open 

Data platforms suggested by stakeholders during interviews and workshop sessions. The findings from the 

results are as follows:    

Availability of Features to Support Transparency of Datasets and Social Interaction  

Socrata, CKAN, DKAN and Semantic MediaWiki standout from other platforms by providing full-fledged features 

that support at least 9 of the 12 criteria used in the evaluation (see Table 1). Other platforms support between 

1 to 7 fully-ŦƭŜŘƎŜŘ ŦŜŀǘǳǊŜǎΦ hǾŜǊŀƭƭΣ ǿƘƛƭŜ ǘƘŜ ǇƭŀǘŦƻǊƳǎΩ ǎǳǇǇƻǊǘ ŦƻǊ ǘƘŜ ǳǎŜ ƻŦ {ƻŎƛŀƭ aŜŘƛŀ ŎƘŀƴnels, 

customisation and personalisation are common features in state-of-the-art platforms, support for metadata 

schema adaptation, options for visualisation of datasets and accessibility (including at granular level) to datasets 

are limited. However, it must be noted that regarding Social Media integration, these platforms simply allow a 

link to specific Social Media accounts. Personalisation in the context of this evaluation is only limited to end-user 
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ability to change the behaviour of the platform based on preferences and does not extend to the aspects like 

the recommendations of datasets to end-users based on relationships with other users or preferences.  

Shortcomings of State-of-the-art Open Data Platforms based Perceptions of Stakeholders  

Our analysis showed that the most common barrier to the use of Open Data platforms and Open Data itself 

is the perceived poor quality of datasets available on the platforms. Poor data quality according to stakeholders 

is associated with poor metadata, failure to use the right format for different audience and difficulty in locating 

data of interest. Other barriers identified are related to non-relevancy of available datasets, usability 

of platforms and data available on the platforms as well as the lack of good examples of prior use of available 

datasets.   

Figure 2: Perceived Barriers to Use and Adoption Open Data Platforms 

 

The figure below presents the associated transparency issues that are related to the above barriers: 
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Table 1: Summary of Platform Features 
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Figure 3: Data Transparency attributes related to the Perceived Barriers 

 

Desired Features for Open Data Platforms Features by Stakeholders   

The desired features contributed by stakeholders for the next generation Open Data platforms were captured 

under two categories: 1) Social and Collaboration, and 2) Understandability, Usability and Decision making 

needs. Dataset rating and feedback on datasets, Wall style feedback, collaborative curation of datasets, 

prioritization and voting on dataset requests, reward system and gamification are some of the features 

expressed under the social and collaborative needs. To enable better understandability, usability and better 

decision making with next generation platforms, users requested for customisable dashboards, data mining 

tools and custom visualization tools, support for Linked Data and map based search as well as question 

and answering features.  Figure 3 was generated from the contributed solutions and features to identified 

stakeholder needs and barriers.  

Figure 4: Keywords generated from desired features for Open Data Platforms 
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Extensibility of Open Data Platforms  

Based on the four detailed criteria for extensibility of platforms, CKAN, DKAN and Semantic MediaWiki 

are the most extensible providing free and open source codes, rich set of extension mechanisms and open 

architecture, guide to support developers in building such extensions and support for additional fields 

in the metadata schema. However, Callimachus and DataTank being open source could also be modified 

as desired albeit at a much higher cost compared to the above that provide explicit extension mechanisms. The 

detailed table of extension features is presented in Table 2 below. 

 Conclusion and Recommendations 

Guided by the findings we conclude as follows: 

1) That a few state-of-the-art Open Data platforms such as CKAN, Socrata, DKAN, Semantic MediaWiki 

provide well-developed features to support good data transparency and quality when publishing 

datasets. While three of these platforms are open-source and provide extension mechanisms, they 

arguably standout as choice base platforms for building next generation open data platforms. CKAN, 

DKAN and Semantic MediaWiki in particular have a very vibrant developer community that could 

provide the necessary support in any further development of these platforms. 

 
Table 2: Availability of Extensibility Mechanism in Open Data Platforms 

P
la

tf
o
rm

s 

E
xt

e
n
s
ib

le 

O
p
e
n
 

S
o
u
rc

e 

E
xt

e
n
s
io

n
 

M
e
c
h
a
n
is

m
s 

G
u
id

e
 

A
v
a
ila

b
le

 

C
u
s
to

m
is

a
b
l

e
 M

e
ta

d
a
ta

 

CKAN 
· · · · · 

DKAN 
· · · · · 

Socrata · x · · · 

PublishMyData · · · 
· 

· 

Information 
Workbench 

· · · x 
· 

Enigma x x · x x 

Junar · x · X x 

Open Data Soft · x · 
· 

x 

Callimachus 
· · 

· 
· · 

DataTank 
· · 

· 
· 

x 

Semantic 
MediaWiki 

· · · · · 

·denotes extensive solution, ·denotes limited solution, x denotes that solution is not provided 



12 

 

2) Despite the features provided by some of these platforms as highlighted above, from the end-user 

perspective, there are still significant challenges that must be tackled for these platforms to be adopted 

and used as desired by public administrations and other stakeholders. One of the significant barriers is 

the perceived poor quality of datasets published on these platforms. Consequently, platforms 

developers would have to directly address aspects of Open Data quality such as poor context and 

provenance of published datasets and non-viable data feeds. Feature to explicitly rate datasets in 

different data quality dimensions could be useful in this regard.    

 

3) CǊƻƳ ǘƘŜ ǎǘŀƪŜƘƻƭŘŜǊǎΩ perspectives, social features such as dataset rating, voting and wall-style 

feedback on datasets and advanced analytics tools such as customisable dashboards, custom 

visualisation tools should be considered in future enhancement of Open Data portals. This is congruent 

with findings from technical evaluation of state-of-the-art platform features. 

 

4) Open and extensible base technology platforms are available for innovation relating the development 

of next generation Open Data platforms with features described above. In particular, CKAN, DKAN and 

Semantic MediaWiki are candidate base platform for such innovation activities. 

Keywords: Open data platform, Open government data platform, data platform, social media, platform, Social 

platform on open data, SPOD, Transparency Enhance Toolset, TET, Platform 
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1  I N T R O D U C T I O N 

According to the just published European Union Anti-corruption report10, corruption is costing the European 

economy at least ϵ120 billion annually.   With public perception of wide-spread corruption in Europe at about 

74%, there is clearly an urgent need to restore public trust and confidence across Europe through greater 

transparency. Transparency in government decision-making and its use of personal data should in general help 

to build the ŎƛǘƛȊŜƴǎΩ ǘǊǳǎǘ and improve accountability of policy makers11. Transparency obligations in 

government are increasingly multi-level. On the one hand, citizens have continued to demand that governments 

surrender information on their workings. On the other hand governments have are also requiring greater 

transparency from their dependents such as non-profit organizations, and the entities they regulate in the 

private sector12. 

In the past few years, Open data programs have featured prominently as an important instrument or tool for 

improving transparency. Unfortunately, early and most of the current open data efforts which have largely 

focused on publishing more data failed to enable the desired transparency in its different aspects. In fact, while 

opening up datasets, processes and decisions of governments are in general are expected to improve 

transparency, recent studies have shown high-quality transparency depends not only on how visible information 

is made but on how well it lends itself to accurate inference12. Even more recent studies13 are showing that 

ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǘǊŀƴǎǇŀǊŜƴŎȅ ŀǎ ŀ άǇǳǊǇƻǎŜŦǳƭ ǊŜƭŀǘƛƻƴǎƘƛǇέ ŀƴŘ ŀǊŎƘƛǘŜŎǘƛƴƎ ǘƘƛǎ ǊŜƭŀǘƛƻƴǎƘƛǇ ǘƻǿŀǊŘǎ ƎǊŜŀǘŜǊ 

trust will yield better outcomes from transparency initiatives. For instance, by understanding open data based 

transparency as a relationship involving releasing of government data by government agencies to citizens for the 

purpose of informing and involving citizens in government decision making, it enables focus on needs of citizens 

in terms of what data is important for them and how best to communicate such data to them. In our opinion a 

robust and more holistic understanding of transparency as presented above; must underpin the next generation 

open-data based transparency initiatives. Thus, future open data based transparency programs and the 

supporting open data platforms must inter-alia ensure that:  

1) Published data are those that are of value to citizens and other targeted stakeholders,  

2) Published data can be presented in different forms to different segments of the citizens and public based on 

their profiles to facilitate better understanding,  

3) Published data must have adequate contextual information in the form of detailed metadata and 

provenance information to enable accurate inference of such data. In general, we expect platforms in 

general to support the open data best practices14  

4) Citizen-friendly platform (e.g. over existing social networking sites) are provided to enable interactions 

between public and with government agencies around the published data to better support citizens in the 

correct interpretation and use of the published data. 

In response to the above challenges, the Route-To-PA project (Raising Open and User-friendly Transparency-

Enabling Technologies for Public Administration) aims to enable the transition into the next generation open 

data portal by creating tools that will allow citizens to social engage over open data resources. The project also 

aims to provide tools that could be integrated into existing open data platforms to deliver greater accessibility 

to and understandability of available datasets. However, building such tools and technologies requires good 

                                                           

10 EU Anti-Corruption Report,  Report from the Commission to the Council and the European Parliament, February 3, 2014 
11 European E-Government Action Plan - http://eur -lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2010:0743:FIN:EN:PDF 
12 Greg Michener and Katherine Bersch, Conceptualizing the Quality of Transparency, 1st Global Conference on Transparency, 2011 
13 Eliezer N. Mishory, Clarifying Transparency: Transparency Relationships in Government Procurement, Government Procurement 
Seminar, Chris Yukins & David A. Drabkin, November 4, 2013 
14 Data on the web best practices, http://www.w3.org/TR/dwbp/ 
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understanding and evaluation of state-of-the-art open data platforms to determine their capabilities and how 

amenable they are to the proposed extensions. While there are a few existing studies on Open Data Platforms15, 

none of these studies specifically address the affordances of these platforms with respect to the quality and 

transparency of open data published on this platforms about government agencies and public authorities. For 

instance, the reǇƻǊǘ ōȅ ǘƘŜ ²ƻǊƭŘ .ŀƴƪ ƻƴ ά¢ŜŎƘƴƛŎŀƭ !ǎǎŜǎǎƳŜƴǘ ƻŦ hǇŜƴ 5ŀǘŀ tƭŀǘŦƻǊƳ ŦƻǊ bŀǘƛƻƴŀƭ {ǘŀǘƛǎǘƛŎŀƭ 

hǊƎŀƴƛȊŀǘƛƻƴǎ όb{hǎύέ16 evaluated a selection of platforms in use by NSOs or currently considered for adoption 

including: CKA, DevInfo, DKAN, Junar, NADA, Nesstar, OpenDataSoft, PC-Axis and PC-Web, Prognoz, Semantic 

Media Wiki, Socrata and PublishMyData (Swirrl). The evaluated features include support for: descriptive 

metadata; machine readability; anonymous access; data licensing; data attribution; search; open api; static URI; 

harvesting; federating; public documentation; standards-implementation; structural metadata, OLAP 

Hypercubes, data endpoints, visualisation and extensibility. While some of these platform features do impact 

transparency qualities of data published on them, the analysis carried out in the report is not directly related to 

transparency qualities. 

This report addresses this gap by providing a study on the state-of-the-art of open data platforms from the 

perspective of how they enable greater organizational transparency. Eleven platforms were reviewed and 

evaluated in this study including: CKAN, DKAN, Socrata, PublishMyData, Information Workbench, Enigma, Junar, 

DataTank, OpenDataSoft, Callimachus, DataTank and Semantic MediaWiki.  Specifically, this report D2.1 on 

ά{ǘŀǘŜ-of-the-ŀǊǘ wŜǇƻǊǘ ŀƴŘ 9Ǿŀƭǳŀǘƛƻƴ ƻŦ 9ȄƛǎǘƛƴƎ hǇŜƴ 5ŀǘŀ tƭŀǘŦƻǊƳǎέ ƛǎ ǇǊƻŘǳŎŜŘ ŀǎ ǘƘŜ ƻǳǘǇǳǘ ŦǊƻƳ ǘŀǎƪ 

T2.1 - State-of-the-art Investigation. The report is the first in the series of deliverables for Work package WP2 

(User and Systems Requirement) aiming to develop the use cases and systems requirements for the major 

technology artefacts to be developed in WP4 ς ά¢ŜŎƘƴƻƭƻƎƛŎŀƭ 5ŜǾŜƭƻǇƳŜƴǘ ŀƴŘ LƴǘŜƎǊŀǘƛƻƴέ ǿƘƛŎƘ ƛƴŎlude 

SPOD and TET. Results documented in deliverable D2.1 will serve as input into the choice of base open data 

infrastructure and platforms to be extended with features described in deliverable D2.4 - Requirements 

Specification and Use Case Model.  

The rest of the report is organized as follows: Section 2 presents the methodology for the study while Section 3 

describes each of the eleven platform based on evaluation criteria described in Section 2. Section 4 summarises 

information on perceptions of stakeholders on both barriers and desired features of next generation platforms. 

Section 5 summarises the findings from the study. Discussion and concluding remarks are presented in Section 

6 and 7 respectively. 

 

 

 

                                                           

15 E.g. the study on Technical Assessment of Open Data Platforms for National Statistical Organisations, 2014, by the World Bank 

16 World Bank. 2014. ñTechnical Assessment of Open Data Platforms for National Statistical Organisations,ò World Bank, Washingto DC 

(available at http://documents.worldbank.org/curated/en/2014/10/20451797/technical-assessment-open-data-platforms-national-statistical-

organisations). 
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2  M E T H O D O L O G Y 

This section outlines the overall approach for the study specifically, the questions of interest, the analytical 

framework underpinning the study and details of the data gathering methods. 

2.1 RESEARCH OBJECTIVES 

The aim of the study is to evaluate existing open data platforms particularly based on the needs of the Route-

project, which aims to develop next-generation transparency enhancing open data platform by extending one 

of the existing open source platforms. The study specifically sets to answer the following questions: 

Q1) The degree of availability of features that enables Public Authorities and other open government data 

providers publish high quality datasets with respect to transparency attributes such as17: accessibility, 

usability, understandability, informativeness and auditability, as well as social interaction and 

collaboration on datasets; 

Q2) Their shortcomings based on the perceptions of different categories of stakeholders, such as data 

publishers, data consumer, mediators etc.; 

Q3) The platform features desirable by open data stakeholders with respect to dataset transparency and 

social interaction and collaboration on datasets and 

Q4) The degree to which these platforms provide mechanisms to allow modification of their behaviour and 

to facilitate the development of additional capabilities on the platform. 

To answer these questions, we adopted the steps below: 

o Determining degree of availability of data transparency-enhancing features - to answer this question, 

the platforms were evaluated based on a set of criteria that enable direct and indirect support for 

dataset transparency and socialisation on datasets. These criteria include availability of: 1) Metadata, 

Data and File Format Standards and Schemas, 2) Flexible search facility for datasets, 3) Social Media, 

Collaboration and Social Sharing tools, 4) Dataset Publishing workshop, 5) Harvesting, Federation and 

Cataloguing, 6) Data Analysis tools, 7) Visualisation tools, 8) Personalisation tools and 9) Customisation 

tools, 10) Dataset licensing service, 11) Accessibility and 12) Extensibility mechanisms. 

o Perceived shortcomings of open data platforms ς to answer use of this question, we analysed the 

barriers contributed by stakeholders that are related data transparency, social and collaboration 

activities on datasets. These barriers are discussed in more details in Section 4. 

o Platform features suggested by Stakeholders ς to answer this question, we analysed the features and 

solutions to identified barriers and shortcomings of open data platforms that were suggested by 

stakeholders during interviews and workshop sessions. 

o Extension mechanisms of open data platforms - The fourth question was addressed by considering 

whether the platform: 1) is open source, 2) provides concrete extension mechanisms for end-users and 

developers, 3) provides a guide to support extension activities and 4) allows publishers to customise 

metadata schemas.   

 

                                                           

17 Cappelli et al, Managing Transparency Guided by a Maturity Model, 3rd Conference on Transparency Research HEC PARIS, October 24-
26th, 2013 
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2.2 CONCEPTS 

 

This section provides the conceptual foundation for the study. It provides the definitions and relates key 

concepts such as open data, open data platforms, transparency and open data-mediated transparency.  

Definitions 

Open data - is data that can be freely used, re-used and redistributed by anyone - subject only, at most, to the 

requirement to attribute and share-alike18. Openness in this context means that the data must be available and 

at no more than a reasonable reproduction cost, preferably by downloading over the Internet in a convenient 

and modifiable form. Also, the openness of data indicates that the data is provided under terms that permit re-

use and re-distribution including intermixing with other datasets. Lastly, open data must enable everyone to 

use, reuse and redistribute without any form of discrimination against fields of endeavour, persons or groups.  

Open Data Platform - a software infrastructure comprising some components and interfaces for publishing 

datasets and providing metadata, catalogue, storage, search and discovery services for accessing and managing 

open data. There are over 20 purpose-built open data platforms. Based our analysis of the 519 portals listed on 

άdataportals.orgέ, CKAN and Socrata (as open data specific platforms) currently have the largest market-share 

of about 24% and 10% respectively.  

Figure 5: Approximate Market Share of Open Data Platforms  

 

                                                           

18  http://opendatahandbook.org/guide/en/what-is-open-data/ 
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However, over 40% of the existing open data portals are still based on traditional web portal technologies, 

content management system (e.g. Joomla, Jadu, eZ Publish, ElementCMS, Drupal and Contao) and frameworks 

as shown in Figure 5.  

Transparency - There are several definitions for the concept of transparency. These definitions are as simple 

as άǘƘŜ ŀōƛƭƛǘȅ ǘƻ ƭƻƻƪ ŎƭŜŀǊƭȅ ǘƘǊƻǳƎƘ ǘƘŜ ǿƛƴŘƻǿǎ ƻŦ ŀƴ ƛƴǎǘƛǘǳǘƛƻƴέ19. The defintion also includes formal ones 

ƭƛƪŜ άǘƘŜ ƳŜŀǎǳǊŜ ƻŦ ǘƘŜ ŘŜƎǊŜŜ ǘƻ ǿƘƛŎƘ ǘƘŜ ŜȄƛǎǘŜƴŎŜΣ ŎƻƴǘŜƴǘΣ ƻǊ ƳŜŀƴƛƴƎ ƻŦ ŀ ƭŀǿΣ ǊŜƎǳƭŀǘƛƻƴΣ ŀŎǘƛƻƴΣ ǇǊƻŎŜǎǎΣ 

or condition is ascertainable or understandable by a party with reason to be interested in that law, regulation, 

ŀŎǘƛƻƴΣ ǇǊƻŎŜǎǎΣ ƻǊ ŎƻƴŘƛǘƛƻƴέ20.  Publishing an appropriate set of open datasets provides άwindows of different 

sizes and clarityέ into an organization or public administration. Thus, ease of publishing and accessing published 

datasets on open data platforms potentially impacts the perceived transparency of government.  

2.3 ANALYTICAL FRAMEWORK 

This section describes how we open data platform features may directly impact data transparency concerns and 

indirectly impact organizational transparency. Following this, we elaborate on a transparency quality framework 

considered suitable for evaluating the data transparency related features of open data platforms.  

There are a number of ways to conceptualise transparency22: 1) an Action ς in which transparency on the part 

of organizations involves the act of granting access or making information available; 

2) a Communication process ς where transparency is conceived as a communication process which 

occurs when there is information flow, typically bidirectional information exchange; 3) an Instrument 

ς in which transparency is used for financial regulation compliance for creating accountability, for 

generating trust and for creating competitive advantage through customer relationships and product 

innovation; 4) an Outcome ς in which transparency can be viewed ŀǎ ōƻǘƘ ŀ ΨƳŜŀƴǎΩ ŀƴŘ ŀƴ ΨŜƴŘΩ 

in organization management; and 5) a Quality ς here transparency is associated with setting standards 

to facilitate subsequent evaluation and measurement using qualities such as accessibility, usability, 

understandability, informativeness and auditability. 

Given our focus on open data platforms, we adopt the notion of transparency as a set of qualities in this study. 

Thus we are interested in a transparency framework that provides a set of measurable qualities that could 

be impacted by specific features provided on open data platforms. In our framework, government institutions 

shares and grants access to data about themselves (open data) which could be evaluated against some set 

of transparency qualities. In essence, the transparency qualities are measures over datasets on open data 

platforms. Open data platform features could directly or indirectly (positively) impact the quality of datasets 

they manage. For instance, a platform providing mediated access to data about an organization could 

be designed to flag or not allow poor quality datasets to be submitted on the platform. It could also simplify 

access to the available datasets or make them more understandable for the end-users. Thus, if well designed, 

open data platforms should enable increased access and understanding of open data describing the state 

of different aspects of organizations (see Figure 6). 

                                                           

19 aŜƛƧŜǊΣ !Φ нллфΦ ά¦ƴŘŜǊǎǘŀƴŘƛƴƎ ƳƻŘŜǊƴ ǘǊŀƴǎǇŀǊŜƴŎȅΣέ International Review of Administrative Sciences (75:2), pp. 255ς269 (doi: 
10.1177/0020852309104175). 

20 5ǊŀōƪƛƴΣ 5Φ !ΦΣ ŀƴŘ aƛǎƘƻǊȅΣ 9Φ bΦ нлмоΦ άDƻǾŜǊƴƳŜƴǘ tǊƻŎǳǊŜƳŜƴǘ {ŜƳƛƴŀǊ tǊƻŦŜǎǎƻǊ /ƘǊƛǎ ¸ǳƪƛƴǎ /ƭŀǊƛŦȅƛƴƎ ¢ǊŀƴǎǇŀǊŜƴŎȅ Υ 
¢ǊŀƴǎǇŀǊŜƴŎȅ wŜƭŀǘƛƻƴǎƘƛǇǎ ƛƴ DƻǾŜǊƴƳŜƴǘ tǊƻŎǳǊŜƳŜƴǘΦΣέ 

22 aŜƛΣ /Φ {ΦΣ ŀƴŘ 5ŜǿŀƴΣ {Φ aΦ нлмпΦ ά¢ƻǿŀǊŘǎ /ƻƴŎŜǇǘǳŀƭƛȊƛƴƎ LƴŦƻǊƳŀǘƛƻƴ ¢ǊŀƴǎǇŀǊŜƴŎȅ ŀƴŘ ƛǘǎ wƻƭŜ ƛƴ LƴǘŜǊƴŜǘ /ƻƴǎǳƳŜǊǎ Ω /ƻƴŎŜǊƴǎ Υ ! 
[ƛǘŜǊŀǘǳǊŜ wŜǾƛŜǿΦΣέ 
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Figure 6: Model for Open-data based Organizational Transparency  

A suitable Transparency model with original in System Sciences is provided by Cappelli et al. (2013)23. The model 

defines a network of 33 qualities that contributes to achieving transparency. The model is expressed using a 

Non-Functional Requirement (NFR) or Softgoal Interdependence graph (SIG). The assumption in the model is 

that high-level softgoals can be met by attempting to satisfy lower level ones. According to the model, five major 

softgoals contribute to the overall transparency quality of information. These are Accessibility, Usability, 

Informativeness, Understandability and Auditability (see Figure 7). Each of these soft goals is refined lower-level 

softgoals, for instance accessibility can be enhanced by portability, availability and publicity. Similarly, 

Informativeness is enhanced through Clarity, Completeness, Correctness, Currency, Comparability, Consistency, 

Integrity and Accuracy. 

 

Figure 7: Transparency Construct decomposed into sub-constructs 

Based on these deconstruction we identified features of open data platforms could impact on the above 

transparency qualities. First we identified a set of relevant features from (World Bank, 2014) ς metadata, 

                                                           

23 Cappelli C et al, Managing Transparency Guided by a Maturity Model, 3rd Global Conference on Transparency Research HEC PARIS, 
October 24th ς 26th, 2013 
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search, data licensing, harvesting, federation, data analysis, visualisation and extensibility. Other features 

including Social media, collaboration and social sharing, dataset publishing, personalisation, customisation and 

accessibility were included based on the goals of the study. These features and the related aspects of 

transparency they impact are described in Table 3. 

Table 3: Evaluation Criteria and Link to Transparency Aspects 

No. Features Description Related Transparency Aspects 

1 Metadata, data and file 
format standards and 
schema 

Description of the datasets to 
enable efficient discovery and 
identification 

Accessibility and Contextual 
understanding 

2 Flexible Search Feature Search function to retrieve 
datasets of interests based on 
keywords 

Accessibility 

3 Social Media, 
Collaboration and Social 
Sharing 

Function that enables users to 
share information, discuss and 
collaborate on datasets 

Collective sense making and 
understandability in addition to 
increased accessibility through 
sharing 

4 Dataset Publishing Function to publish a dataset as 
part of a catalogue and store the 
datasets if necessary  

Accessibility 

5 Harvesting, Federation 
and Cataloguing  

Function to load metadata and 
datasets from external sources 
into the platform 

Accessibility by   

6 Data Analysis Functions to perform analysis on 
datasets 

Understandability through 
insights from analysis 

7 Visualisation Functions to perform visualise 
datasets in different forms  

Understandability through 
insights from visualisation 

8 Personalisation Functions that enables users to 
tailor the behaviour of the 
platform to meet user-specific 
contexts such as location, 
demographic category 

Accessibility by reducing 
irrelevant information  

9 Customisation Function that allows platforms 
owners to configure features 
available to end-users by 
changing styles and including or 
disabling add-ons 

Accessibility by allowing platform 
providers to change look-and-
feel/style   

10 Dataset licensing service Function that allows publishers 
of datasets to indicate the 
degree of re-use permitted on 
datasets 

Accessibility though increased 
reuse 

11 Accessibility Functions that allow end-users 
with some form of disability to 
use platforms, for instance in use 
of colour schemes 

Accessibility to end-users with 
some forms of disability 

12 Extensibility mechanisms Features that enable the 
development and inclusion of 
new functions into the platform 

Not related to transparency but 
determines whether platform 
could be considered as option 
for base platform for extension 
to support data transparency 
features 

 

2.4 DATA GATHERING 
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The study employed four complementary methods for gathering data. The first method involved desk research 

on existing portals and their features and evaluations of these platforms. The desk research was conducted from 

February 15 to April 30, 2015. The second method involved conducting interviews with 6 experts in the roles of 

platform developers, open data policy expert, open data publisher, researchers and end users. The interviews 

were carried out through face-to-face meetings and virtual meetings over Skype from April 27 to 1 May, 2015. 

The third source of information for the study are the workshops for open data stakeholders conducted in the 

five pilot locations including Dublin (Rep. of Ireland) on 17 April 2015, Prato (Italy) on 23 April 2015, Groningen 

(the Netherlands) on 19 May 2015, Den Haag (the Netherlands) on 11 May 2015 and Issy Les Molineaux (France) 

on 15 May 2015.  In total, 77 stakeholders participated in the workshops across the five locations with 18 in 

Dublin, 17 in Groningen, 17 in Prato, 17 in Den Haag and 15 in Issy les Molineaux. The stakeholders ranged from 

platform providers and data publishers (Local Public Admin representative). Technology and open data platform 

developers, open government researchers, citizen representatives, entrepreneurs, civil society representatives, 

journalists, Information Manager in City Public Administrations, Census Office representative, open data 

specialist, software developers, Chief Executives of start-ups. The last source of information is based on results 

of direct evaluation of instances of selected open data platforms. Detailed information on the data gathering 

activities are provided below. 

Table 4: Summary of Data Gathering Methods 

Method Description 

Desk research  9ƳǇƭƻȅŜŘ ƪŜȅǿƻǊŘǎ ƛƴŎƭǳŘƛƴƎΥ άǎǘŀǘŜ-of-the-ŀǊǘέΣ άŜǾŀƭǳŀǘƛƻƴέΣ άŀǎǎŜǎǎƳŜƴǘέΣ 

άōŜƴŎƘƳŀǊƪƛƴƎέ ǘƻƎŜǘƘŜǊ ǿƛǘƘ ǘŜǊƳǎ ƭƛƪŜ άƻǇŜƴ Řŀǘŀ ǇƻǊǘŀƭǎέΣ άƻǇŜƴ Řŀǘŀ 

ǇƭŀǘŦƻǊƳǎέΣ άƻǇŜƴ Řŀǘŀ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜέΤ ǘƻ ǎŜŀǊŎƘ ŦƻǊ ǊŜƭŜǾŀƴǘ ŀǊǘƛŎƭŜǎ ŀƴŘ ǊŜǎǳƭǘǎ 

from the web, Scopus Bibliographic database and Google Scholar. This information 

was gathered from February 15 to April 30, 2015.  

Interviews  Six experts comprising two females and four males were interviewed between April 

and June, 2015. The interviewee provided insights into challenges associated with 

the use of existing platforms and desired platform features to address some of these 

challenges. The interviews were carried out between April 27 and 1 May, 2015. 

Pilot Workshops Five workshops hosted by pilot partners were held in Dublin (April 17th, 2015), 

Groningen (May 19, 2015), Prato (April 23, 2015), Den Haag (May 11, 2015) and Issy 

les Moulineaux (May 15, 2015). The aim of the interview was to determine 

ǎǘŀƪŜƘƻƭŘŜǊǎΩ ǇŜǊǎǇŜŎǘƛǾŜǎ ƻƴ ōŀǊǊƛŜǊǎ ǘƻ ǘƘŜ ǳǎŜ ƻŦ ƻǇŜƴ Řŀǘŀ ŀƴŘ ƻǇŜƴ Řŀǘŀ 

platforms. The workshop also aimed at articulating the information, social and 

collaboration needs and understandability and usability needs of the different 

categories of stakeholders represented.  

Direct 

Exploration of 

Platform 

Instances 

Two researchers explored a few instances of selected open data platforms to confirm 

features specified in the literature about these platforms from March 1 ς April 30, 

2015. The availability of a set of features were evaluated on instances of 11 open 

data platforms. Details about the choice of these platforms and selected instances 

are explained in Section 2. 

 

Desk Research ς The desk research conducted between February and April 2005 involved systematic literature 

review of open data literature, review of websites of open data platforms and review of other resources 

discovered through keyword search on the web. The literature review aimed to analyse past studies on 
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evaluation or assessment of open data portals and platforms with a view of cataloguing the assessment 

criteria employed in the respective studies. Scholarly articles were collected from Google Scholar and Scopus 

bibliographic database using the keywords indicated in Table 4 above. Unfortunately, very few studies (less 

than 5) were found relevant; thus signalling the lack of scholarly works on the evaluation of open data 

platforms. However, a similar search on the web produced some notable practitioner-oriented reports like the 

Work Bank Report on Evaluation of Open Data Platforms for National Statistical Organization16, the annual 

Open Data Barometer report series24 and the Open Data Toolkit of the World Bank25. In addition to obtaining 

the evaluation criteria, we reviewed platform-specific documentation to have comprehensive information 

about each of the eleven platform under consideration. The information collected from desk research is used 

in developing Section 3. 

Expert Stakeholders Interviews ς The expert interview aimed at obtaining the different perspectives of known 

open data experts on the barriers, solutions, perceived needs and desirable features for next generation open 

data platforms. Six stakeholders including Open Data Advisor, Data Publisher from Statistics Office, Open and 

Big Data Researcher,  Linked data platform developer, open data consultant and Research institute publishing 

marine and environment-related datasets were involved in the interview that ran from 12 April to 21 May 2015 

(see details in Table 5) . All interviews were recorded with the permission of the interviewees received in 

advance. The transcripts for all interviews are provided in Appendix 1. The analysis of the collected data partly 

contributed to developing Section 4 of the report. 

Table 5: Interview dates and methods with Expert Stakeholders 

 

No Stakeholder  Interview Date Interview Time Method 

1 Open Data Policy Advisor & Open Data 
End-user (Ireland) 

12/04/2015 10:55am Face-to-Face 

2 Data Publisher from Central Statistics 
Office, also organizer Annual Competitions 
for open and public-data based Apps 
(Ireland) 

24/04/2015 11:00am Face-to-Face 

3 Big and Public  Data Researcher (Ireland) 27/04/2015 6:00pm Face-to-Face 

4 Open and Linked Data Platform Developer 
and Entrepreneur (United Kingdom) 

14/05/2015 2:15pm Skype call 

5 Open Data Consultant (Belgium) 18/05/2015 1:00pm Skype Call 

6 Marine Public Data Publisher and Platform 
Provider 

21/05/2015 10.15am Face-to-Face 

 

Pilot Workshops ς This activity involved conducting workshops hosted by pilot partners in five different 

locations across four countries in Europe. The workshops were held between 17th April and 19 May 2015, with 

a total of 83 participants involved in the workshops. Table 6 below provides summary of the workshops, while 

specific organizational information are described under each pilot heading below.  

Table 6: Summary of Pilot Workshops and Stakeholders types 

No Location Workshop Date Number of 

Participants 

Male  Female  Stakeholders Type 

                                                           

24 http://opendatabarometer.org/ 
25 http://opendatatoolkit.worldbank.org/en/odra.html 
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1 Dublinked 

Initative (Dublin) 

17th April 2015 

9:30 ς 16:30 

18 11 7 Platform provider, citizen 

engagement, technology 

developer, researcher, data 

provider. 

2 Groningen, 

Netherlands 

19th  May 2015 16 11 6 Researcher, PA(policy maker), 

journalist, PA(Information 

manager), PA(Open data expert) 

3 Prato  23rd April 2015 17   Project contact/facilitator, 

researcher, open data specialist, 

representative of local SMEs, 

census data office, journalist, high 

school student, SW developer,  

4 Den Haag 11th May 2015 17 15 2 PA(project contact), employer, 

technologist, developed coach-R, 

researcher, PA(technologist), 

5 Issy les 

Moulineaux 

15th May 2015 

and 9th July 

2015 

15   Geographic information system, 

communication service, social & 

human resources, association, 

researcher & CEO start up, CEO- 

construction industry, CEO- 

computer graphics, Developers, 

CEO-social network- community 

management 

 

Dublin - ¢ƘŜ ŎƻƭƭŜŎǘƛǾŜ ƛƴǘŜƭƭƛƎŜƴŎŜ ǿƻǊƪǎƘƻǇΣ ƘŜƭŘ ƛƴ 5ǳōƭƛƴ ƻƴ !ǇǊƛƭ мтǘƘ ŦǊƻƳ фΥол ǘƻ мсΥолΣ ōǊƻǳƎƘǘ ǘƻƎŜǘƘŜǊ 

ƛƴŎƭǳŘŜŘ му όмм ƳŀƭŜǎΣ т ŦŜƳŀƭŜǎύ ŜȄǇŜǊǘ ǎǘŀƪŜƘƻƭŘŜǊǎ ŦǊƻƳ ǘƘŜ ŦƛŜƭŘǎ ƻŦ ǇǳōƭƛŎ ŀŘƳƛƴƛǎǘǊŀǘƛƻƴΣ ƻǇŜƴ ƎƻǾŜǊƴƳŜƴǘΣ 

ǘŜŎƘƴƻƭƻƎȅΣ ŀƴŘ ŀŎŀŘŜƳƛŀΦ ¢ŀōƭŜ о όōŜƭƻǿύ ǇǊƻǾƛŘŜǎ ŀ ǇǊƻŦƛƭŜ ƻŦ ǇŀǊǘƛŎƛǇŀƴǘǎΦ The workshop opened with a 

presentation which provided details about the Route-To-PA project, as a means of contextuŀƭƛǎƛƴƎ ǘƘŜ ŘŀȅΩǎ 

activities for the participants. Participants were informed that their input, based on their experience, expertise, 

and needs in relation to open data would be used to inform technology development as part of the Route-To-

PA design process. The participants discussed barriers, solution to barriers and developed user stories in three 

different sessions of the workshop. The profile of the workshop participants are provided in Table 7. 

 

Table 7:  Profile of Participants in Dublin Workshop 

bǳƳōŜǊ {ǘŀƪŜƘƻƭŘŜǊ wŜǇǊŜǎŜƴǘŀǘƛƻƴ hǊƎŀƴƛǎŀǘƛƻƴ 

м tƭŀǘŦƻǊƳ tǊƻǾƛŘŜǊǎ κ5ŀǘŀ ŜȄǇŜǊǘǎ 5ǳōƭƛƴƪŜŘ 

н /ƛǘƛȊŜƴ ŜƴƎŀƎŜƳŜƴǘ 5ǳōƭƛƴ /ƻƳƳǳƴƛǘȅ CƻǊǳƳκttb ƴŜǘǿƻǊƪ 

о ¢ŜŎƘƴƻƭƻƎȅ   5ŜǾŜƭƻǇŜǊǎ LƴǘŜƭ 

п /ƛǘƛȊŜƴ ŜƴƎŀƎŜƳŜƴǘ hǇŜƴ DƻǾŜǊƴƳŜƴǘ tŀǊǘƴŜǊǎƘƛǇκ hǇŜƴ 

YƴƻǿƭŜŘƎŜ CƻǳƴŘŀǘƛƻƴ 

р /ƛǘƛȊŜƴ ŜƴƎŀƎŜƳŜƴǘκǊŜǎŜŀǊŎƘ ¢¦w!{ ǇǊƻƧŜŎǘ ¦/5 

с tƭŀǘŦƻǊƳ tǊƻǾƛŘŜǊǎ κ5ŀǘŀ ŜȄǇŜǊǘǎ All Ireland Research Observatory 
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т ¢ŜŎƘƴƻƭƻƎȅ 5ŜǾŜƭƻǇŜǊǎ L.a 

у wŜǎŜŀǊŎƘŜǊ ¢Ǌƛƴƛǘȅ /ƻƭƭŜƎŜ 5ǳōƭƛƴ 

ф 5ŀǘŀ ŜȄǇŜǊǘκ ǊŜǎŜŀǊŎƘ LƴǎƛƎƘǘ /ŜƴǘǊŜ ŦƻǊ 5ŀǘŀ !ƴŀƭȅǘƛŎǎ 

мл wŜǎŜŀǊŎƘŜǊ City Share Guide & Global Sustainability Jam 

мм wŜǎŜŀǊŎƘŜǊ Callan Institute π bŀǘƛƻƴŀƭ ¦ƴƛǾŜǊǎƛǘȅ ƻŦ 

LǊŜƭŀƴŘΣ aŀȅƴƻƻǘƘ 

мн tƭŀǘŦƻǊƳ ǇǊƻǾƛŘŜǊǎ 5ǳōƭƛƴƪŜŘ 

мо /ƛǘƛȊŜƴ ŜƴƎŀƎŜƳŜƴǘ CiviQ consultation platform 

мп 5ŀǘŀ ǇǊƻǾƛŘŜǊκ /ƛǘƛȊŜƴ ŜƴƎŀƎŜƳŜƴǘ ¸ƻǳǊ 5ǳōƭƛƴ ¸ƻǳǊ ±ƻƛŎŜ ƻǇƛƴƛƻƴ ǇŀƴŜƭ 

мр tƭŀǘŦƻǊƳ ǇǊƻǾƛŘŜǊǎκŘŀǘŀ ŜȄǇŜǊǘǎ 5ǳōƭƛƴ 5ŀǎƘōƻŀǊŘ 

мс tƭŀǘŦƻǊƳ ǇǊƻǾƛŘŜǊǎκŘŀǘŀ ŜȄǇŜǊǘǎ CƛƴƎŀƭ hǇŜƴ Řŀǘŀ ŀƴŘ 5ǳōƭƛƴƪŜŘ 

мт wŜǎŜŀǊŎƘŜǊ ¢Ǌƛƴƛǘȅ /ƻƭƭŜƎŜ 5ǳōƭƛƴ 

му ¢ŜŎƘƴƻƭƻƎȅ 5ŜǾŜƭƻǇŜǊǎ tŀǊƪ¸ŀ 

 

 

Groningen Workshop - ¢ƘŜ ŎƻƭƭŜŎǘƛǾŜ ƛƴǘŜƭƭƛƎŜƴŎŜ ǿƻǊƪǎƘƻǇ ƘŜƭŘ ƛƴ DǊƻƴƛƴƎŜƴΣ ƻƴ aŀȅ мфΣ нлмрΣ ƛƴŎƭǳŘŜŘ мс 

ŜȄǇŜǊǘ ǎǘŀƪŜƘƻƭŘŜǊǎ ƛƴŎƭǳŘƛƴƎ с ŦŜƳŀƭŜǎ ŀƴŘ мм ƳŀƭŜǎΦ 9ƛƎƘǘ ǇŀǊǘƛŎƛǇŀƴǘǎ ǿƻǊƪŜŘ ŦƻǊ ǘƘŜ ƎƻǾŜǊƴƳŜƴǘ 

ŀǎ ŀ ǇƻƭƛŎȅƳŀƪŜǊΣ ƻǇŜƴ ŘŀǘŀΣ ǘŜŎƘƴƻƭƻƎȅ ƻǊ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ŜȄǇŜǊǘΦ !ƭƭ ƭŀȅŜǊǎ ƻŦ ǘƘŜ ƎƻǾŜǊƴƳŜƴǘ ǿŜǊŜ 

ǊŜǇǊŜǎŜƴǘŜŘΥ ǘƘŜ ŎŜƴǘǊŀƭ ƎƻǾŜǊƴƳŜƴǘΣ ǇǊƻǾƛƴŎŜ ŀƴŘ ŎƛǘȅΦ Lƴ ŀŘŘƛǘƛƻƴΣ ŜƛƎƘǘ ŎƛǘƛȊŜƴǎ ǇŀǊǘƛŎƛǇŀǘŜŘΥ όǇǳōƭƛŎ ŀƴŘ 

ǇǊƛǾŀǘŜύ ǊŜǎŜŀǊŎƘŜǊǎΣ ŀ ƧƻǳǊƴŀƭƛǎǘΣ ŜƴǘǊŜǇǊŜƴŜǳǊǎ ŀƴŘ ǊŜǇǊŜǎŜƴǘŀǘƛǾŜǎ ŦǊƻƳ ŀ ŎƛǘƛȊŜƴ ƳƻǾŜƳŜƴǘΣ ǎƻŎƛŀƭ ǎŜǊǾƛŎŜ 

ƛƴǎǘƛǘǳǘŜ ŀƴŘ ōǳǎƛƴŜǎǎŜǎΦ tŀǊǘƛŎƛǇŀƴǘǎ ǿŜǊŜ ŎƻƴǘŀŎǘŜŘ ƛƴ ŀŘǾŀƴŎŜ ōȅ ǇƘƻƴŜ ǘƻ ŀǎƪ ǘƘŜƳ ŀōƻǳǘ ǘƘŜƛǊ ŜȄǇŜǊƛŜƴŎŜ 

ǿƛǘƘ ƻǇŜƴ ŘŀǘŀΦ {ƻƳŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ǿŜǊŜ ŜȄǇŜǊƛŜƴŎŜŘ ƻǇŜƴ Řŀǘŀ ǳǎŜǊǎΣ ǿƘŜǊŜŀǎ ƻǘƘŜǊǎ ǿƘŜǊŜ ŜȄǇŜǊǘǎ 

ƻƴ ǇƻǇǳƭŀǘƛƻƴ ŘŜŎƭƛƴŜΣ ōǳǘ ƘŀŘ ƴƻǘ ǳǎŜŘ ƻǇŜƴ Řŀǘŀ ōŜŦƻǊŜΦ  ¢ŀōƭŜ у ǇǊŜǎŜƴǘǎ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘ ǇǊƻŦƛƭŜ 

ƻŦ ǘƘŜ ǿƻǊƪǎƘƻǇΦ 

 

 Table 8: Profile of Participants in Groningen Workshop 

Participant 

Number 

Stakeholder Representation Type of organization 

1 Researcher University 

2 Researcher Higher education 

3 Stakeholder  NGO 

4 PA (policy maker) Province 

5 PA (policymaker Local government 

6 
PA (Information manager) 

Province 

7 Stakeholder  /ƛǘƛȊŜƴǎΩ ƛƴƛǘƛŀǘƛǾŜ 

8 Journalist Newspaper 

10 Researcher Statistical agency 

11 PA (policy maker) Local government 

12 PA (communications) Ministry 

13 PA (Open Data Expert) Ministry 

14 PA (policy maker) Province 

15 

Stakeholder  

Consultancy/research 

company 
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16 Stakeholder  Communications company 

17 

Stakeholder 

Consultancy/research 

company 

 

Prato ς The Collective Intelligence workshop in Prato took place on April 23rd, 2015. The workshop was rǳƴ ǿƛǘƘ 

мт stakeholders inclǳŘƛƴƎΣ hǇŜƴ 5ŀǘŀ ǎǇŜŎƛŀƭƛǎǘǎΣ ƭƻŎŀƭ {a9 ǊŜǇǊŜǎŜƴǘŀǘƛǾŜǎΣ ŘŜǾŜƭƻǇŜǊǎΣ ǎǘǳŘŜƴǘǎΣ ŀƴŘ 

ƧƻǳǊƴŀƭƛǎǘǎΣ ŀƳƻƴƎ ƻǘƘŜǊǎΦ !ǘ ŀ ŦƛǊǎǘ ǎǘŀƎŜΣ ŀƭƭ ǇŀǊǘƛŎƛǇŀƴǘǎ όƛƴŎƭǳŘƛƴƎ ǊŜǎŜŀǊŎƘŜǊǎΣ ƻǇŜƴ Řŀǘŀ ǎǇŜŎƛŀƭƛǎǘǎΣ 

ƧƻǳǊƴŀƭƛǎǘǎΣ ǎǘǳŘŜƴǘ ǊŜǇǊŜǎŜƴǘŀǘƛǾŜǎΣ ŀƴŘ ōǳǎƛƴŜǎǎ ǊŜǇǊŜǎŜƴǘŀǘƛǾŜǎύ ǿƻǊƪŜŘ ƻƴ ǘƘŜƛǊ ƻǿƴ ŀƴŘ ǊŜŦƭŜŎǘŜŘ ǳǇƻƴ 

ǇƻǎǎƛōƭŜ ōŀǊǊƛŜǊǎ ǘƘŀǘ ǿŜǊŜ ǊŜǇƻǊǘŜŘ ƻƴ ŀ ǎƘŜŜǘ ƻŦ ǇŀǇŜǊΦ ¢ƘŜƴ ŜŀŎƘ ƻƴŜ ƛƭƭǳǎǘǊŀǘŜŘ ōǊƛŜŦƭȅ ǘƻ ǘƘŜ ŀǳŘƛŜƴŎŜ ǘƘŜ 

ǘǿƻκǘƘǊŜŜ ōŀǊǊƛŜǊǎ ŎƻƴǎƛŘŜǊŜŘ Ƴƻǎǘ ƛƳǇƻǊǘŀƴǘ ŀƴŘ ǎƻƳŜ ŘŜōŀǘŜ ŀǊƻǎŜ ƻƴ ŜŀŎƘ ǘƻǇƛŎΦ Lƴ ǘƘŜ ǎŜŎƻƴŘ ǎŜǎǎƛƻƴ ƻŦ 

ǘƘŜ ǿƻǊƪǎƘƻǇ ǇŀǊǘƛŎƛǇŀƴǘǎ ǿŜǊŜ ƛƴǾƻƭǾŜŘ ƛƴ ƛŘŜƴǘƛŦȅƛƴƎ hǇǘƛƻƴǎ ǘƻ ƻǾŜǊŎƻƳŜ ǘƘŜ ƛŘŜƴǘƛŦƛŜŘ ōŀǊǊƛŜǊǎ ŦƻǊ ǘƘŜ ŦƻǳǊ 

Ƴƻǎǘ ǊŀƴƪŜŘ ŎŀǘŜƎƻǊƛŜǎΦ CƻǊ ŜŀŎƘ ŎŀǘŜƎƻǊȅ ŀ ōƭŀƴƪ ƳŀƎƛŎ ōƻŀǊŘ ǿƛǘƘ ǘƘŜ ǘƛǘƭŜ ǿŀǎ ǎǘǳŎƪ ƻƴ ǘƘŜ ǿŀƭƭΦ ¢ƘŜ ǇǊƻŦƛƭŜ 

ƻŦ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ŀǊŜ ƎƛǾŜƴ ƛƴ ¢ŀōƭŜ фΦ 

Table 9: Profile of Participants in Prato Workshop 

No Stakeholder Representation Organisation 

1 Project contact/Facilitator Comune di Prato 

2 Researcher / Facilitator PIN 

3 Open Data specialist Comune di Firenze 

4 Representative of local SMEs Confartigianato (SME 

organization) 

5 Census data Office Comune di Prato 

6 Census data Office Comune di Prato 

7 Representative of local SMEs Confartigianato (SME 

organization) 

8 Journalist Press Association 

9 High school student Student Association 

10 High school student Student Association 

11 SW developer Apptec S.r.l. (SW company) 

12 SW developer Mathema S.r.l. (SW company) 

13 SW developer Apptec S.r.l. (SW company) 

14 SW developer and Service provider for Pas and 

business 

TT Tecnosistemi ICT company 

(Representative for business 

association) 

15 Responsible of the City web site editorial staff Comune di Prato 

 

16 Researcher in ICT application Mathema S.r.l. (SW company) 

17 Researcher in ICT systems for data access and 

interoperability 

C.N.R (National Research Council) 

 

 

Den Haag ς ¢Ƙƛǎ ǊŜǇƻǊǘ Ŏƻƴǘŀƛƴǎ ŀ ōǊƛŜŦ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ǘƘŜ ǿƻǊƪǎƘƻǇ ƻǊƎŀƴƛȊŜŘ ƛƴ 5Ŝƴ IŀŀƎΣ ƻƴ aŀȅ ммǘƘΣ ƛƴ ǘƘŜ 

ŎƻƴǘŜȄǘ ƻŦ ǇǊƻƧŜŎǘ ²tнΦ мт ǇŀǊǘƛŎƛǇŀƴǘǎ όн ŦŜƳŀƭŜǎΣ мр ƳŀƭŜǎύΣ ƛƴŎƭǳŘƛƴƎΥ ǇǳōƭƛŎ ŀŘƳƛƴƛǎǘǊŀǘƻǊǎΣ ŜƳǇƭƻȅŜǊǎΣ 

ǘŜŎƘƴƻƭƻƎƛǎǘǎΣ ŀƴŘ ǊŜǎŜŀǊŎƘŜǊǎ ǿŜǊŜ ǇǊŜǎŜƴǘΦ !ǘ ǘƘŜ ǇǊƻƧŜŎǘ ƭŜǾŜƭΣ ǘƘŜ ǿƻǊƪǎƘƻǇ ǿŀǎ ŀƛƳŜŘ ǘƻ ƛŘŜƴǘƛŦȅ ōŀǊǊƛŜǊǎ 

ƻƴ ǘƘŜ ŀŎŎŜǎǎ ǘƻ hǇŜƴ 5ŀǘŀ ŀƴŘ ǇƻǎǎƛōƭŜ ƻǇǘƛƻƴǎ ǘƻ ƻǾŜǊŎƻƳŜ ǘƘŜƳΣ ōǳǘ ŀǘ ǘƘŜ ƭƻŎŀƭ ƭŜǾŜƭΣ ŀ ǎƭƛƎƘǘƭȅ ŘƛŦŦŜǊŜƴǘ 

Ǝƻŀƭ ǊŜŦƻǊƳǳƭŀǘƛƻƴ ǿŀǎ ƴŜƎƻǘƛŀǘŜŘ ǿƛǘƘ ǘƘŜ t! ǊŜǇǊŜǎŜƴǘŀǘƛǾŜΦ Participants profile for the workshop is presented 

in Table 10 below. 



25 

 

 

Table 10: Profile of Participants in Den Haag Workshop 

#  Name Organisation  Role 

1 Jerry Andriessen Wise & Munro Project contact/Facilitator 

2 Jan Pieter van de 

Klashorst 

KBM-Alliances Project contact - PA 

3 Louis Wildenberg Director Wilkohaag Employer 

4 Rob van Leeuwen Director Van Leeuwen Catering Employer 

5 Heino Walbroek Director Stichting Marketing Scheveningen Employer 

6 Paul de Jong Conclusion Digital Technologist, developed Coach-R 

7 Kortekaas Director Babvios Touringcars Employer 

8 Ben Strijk The Hague Social Affairs & Employment PA / Controller 

9 Robert Endhoven The Hague Social Affairs & Employment PA 

10 Martin Wigmans The Hague Social Affairs & Employment PA ς employer contact 

11 Janus Director LEDconomy Employer 

12 Nathalie Pilk The Hague Social Affairs & Employment PA 

13 Bob de Jong Conclusion Digital Technologist, developed Coach-R 

14 Claudio Bolman Director Bolmancleaning Employer 

15 Mirjam Pardijs Wise & Munro Researcher / Facilitator 

16 Pim Aerts The Hague Social Affairs & Employment Technologist / PA 

17 Ron Jansen Director Baker Tilly Berk Employer 

 

 

Issy les Moulineuax ς  ¢ǿƻ ǿƻǊƪǎƘƻǇǎ ǿŜǊŜ ǇƭŀƴƴŜŘ ŀƴŘ ŎŀǊǊƛŜŘ ƻǳǘΣ ŘǳǊƛƴƎ ǘǿƻ ƘƻǳǊǎΩ ŘǳǊŀǘƛƻƴΣ ŦƻǊ ǇǊŀŎǘƛŎŀƭ 

reasons of availability of stakeholders. The first one took place in Dijon with young entrepreneurs, France, on 

the 15th of May 2015. The second one took place in Issy-les-aƻǳƭƛƴŜŀǳȄΣ ǿƛǘƘ tǳōƭƛŎ !ŘƳƛƴƛǎǘǊŀǘƛƻƴǎ όάtŀǎέύ ƻƴ 

the 9th of July 2015.  These two sessions were exploratory workshops. They allowed us to identify the main 

expectations of potential open data users and producers in a specific area: business start-ups. The first workshop 

involved 8 expert stakeholders from the field of information and communication technology. All of them wanted 

to create a company, or were in the process of doing so. The second workshop involved 7 public administrators 

of Paris region. They were representative of geographic information systems (they collect, in a database, all 

cartographic material and manage heritage inventories / compare and disseminate geographic information 

relating to technical, urban, socio- economic and environmental sectors), representative of associative life (they 

promote creation and development of local associations) or representative of communication services (they 

design, in conjunction with other services, communication actions toward general public, media and partners 

cities). The participants profile for both workshop sessions are listed together in Table 11. 

 

Table 11: Profile of Participants in Issy Les Molineaux Workshop 

No Stakeholder Representation Organisation 

1 geographic information system  Boulogne City 

2 Communication service Paris Region 

3 geographic information system  Boulogne City 

4 Social & human resources Boulogne City 

5 Association Issy-les-Moulineaux 

6 Communication service Issy-les-Moulineaux 
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7 Responsable of Communication 

service 

Issy-les-Moulineaux 

8 Researcher & CEO start up  Information and Communication 

technology (ICT) - Job search 

platform (Incubator) 

9 Researcher & CEO start up  ICT - Job search platform 

(Incubator) 

10 CEO - Construction Industry "Auto-entreprise" 

11 CEO - Computer graphics "Auto-entreprise" 

12 CEO - Social Network - Community 

management 

"Auto-entreprise" 

13 Developer ICSOFT 

14 CEO - Computer graphics "Auto-entreprise" 

15 Researcher & CEO start up  wineConsulting 

 

Open Data Platform Survey ς This data gathering approach provides a triangulation mechanism 

for information gathered from platform documentation. Specifically, it enabled the study to have hands-on 

experience on the use of the purported platform features in literature and product documents. For each 

surveyed platform, two researchers logged into different instances of each of the 11 platforms and evaluated 

the platform against the criteria listed in Table 3. These review information for each researcher were recorded 

in spreadsheet. Once individual reviews were completed by each researcher, the produced evaluations were 

reconciled to produce a consolidated version. More weight was given to information directly observed than 

secondary information reported in literature or in product documentations. The information collected was use 

together with the desk research report to develop Section 3 of this report. 
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3  RE V I E W  O F  O P E N  D A T A  PL A T F O R M S 

In this section we present the overview of the open data platforms and findings of the ODP evaluation report. 

The report has been compiled after survey of 11 major open data platforms being used around the world 

for publishing of open data, which includes: CKAN, DKAN, Socrata, PublishMyData, Information Workbench, 

Enigma, Junar, OpenDataSoft, Callimachus, DataTank and Semantic MediaWiki.  The objective of this survey was 

to explore features provided by existing open data platform, extract common development patterns and to find 

emerging trends in area of open data solutions.  Subsequent sections are the outcome of this technical survey 

and provides an overview of the features offered by state of art open data platforms, documents the 

architecture and extensibility of the platforms as well as the design and implementation details of those 

platforms. 

3.1 BACKGROUND 

The term Open Data Platform (ODP) does not have a universal definition because it is a relatively new concept 

still under development and not much research and conceptualisation have been done on this field. However, 

the term άtƭŀǘŦƻǊƳέ Ƙŀǎ ŀ ŎƻƴǎƛǎǘŜƴǘ ƳŜŀƴƛƴƎ ŀŎǊƻǎǎ Ƴŀƴȅ ŘƛŦŦŜǊŜƴǘ ŘƻƳŀƛƴǎ ǿƘŜǊŜ ƛǘ ǊŜǇǊŜǎŜƴǘǎ ŀ ǎȅǎǘŜƳ 

defined by three aspects: (1) a stable, low-variety "core", (2) a changeable, high-variety set of "complements", 

and (3) the interfaces which allow core and complements to operate as a single system (Baldwin, C. Y., 

& Woodard, 2009). Platform architecture is a related concept defined as "a conceptual blueprint that describes 

how the ecosystem is partitioned into a relatively stable platform and a complementary set of modules that are 

encouraged to vary, and the design rules binding on both" (Tiwana, Konsynski, & Bush, 2010).  

In the context of ROUTE-TO-PA, information technology platform is a technology infrastructure comprising 

of the software of a computer ecosystem which determines what kinds of data activities and other possibilities 

it allows. It encompasses a portal serving as a doorway, a gateway or other entrances such as an internet site 

providing users the access or link to the resources on the site and/or other sites, and opportunity for users 

to voice their views or initiate actions (Alexopoulos et al., 2014). The platform in the context of computing 

typically refers to a computer's operating system; an underlying computer system on which application 

programs can run (Rouse, n.d.). In relation to this project, open data platforms can be regarded as platforms of 

standard portals that support the development of applications or systems for the publishing, dissemination, 

using and reusing as well as sharing the open (government) data by data publishers and consumers alike. ODPs 

provide spaces for social interactions amount citizens, generation of user metadata and feedback loop for some 

group of users or stakeholders.  

ODPs have made significant contribution in enabling sharing of open data, despite rapid research 

and development in area; the technology is still in its infancy. Most of the existing open data platforms can be 

viewed as cataloguing system for open data; they have been extremely useful in kick starting easy publishing 

of large volumes of open data in diverse data types. But the raw nature of data being shared on these platforms 

makes it hard for ordinary users to effectively exploit the data shared on these platforms, advanced skills are 

required to transform the data to appropriate level in which it can easily exploited for analysis and discovery 
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purposes. Existing open data solutions are missing proper easy to use workflows for extracting and transforming 

data in machine-readable formats. Existing open data platforms offers search, querying, harvesting, 

visualizations and limited analysis services but only at dataset level. 

Data integration and cross dataset/portal querying and searching is still a challenge. Some platforms have 

exploited sematic web technology and advance indexing techniques to deal with this challenge to some extent, 

however more work is required to enable easy integration and exploitation of open data across datasets 

and portals. Data discovery, fine grain searching, advance analytics and Q&A over open data are essential 

ŦŜŀǘǳǊŜǎ ǊŜǉǳƛǊŜŘ ǘƻ ƳŀƪŜ ƻǇŜƴ Řŀǘŀ ǇƭŀǘŦƻǊƳǎ ǳǎŜŀōƭŜ ŦƻǊ ƻǊŘƛƴŀǊȅ ǳǎŜǊǎΦ  9ȄƛǎǘƛƴƎ ǇƭŀǘŦƻǊƳ ŘƻƴΩǘ ŀƭƭƻǿ ŀǇǇ 

development/app marketplace on top open data, API and external tools are normally used to developed 

applications.   

Support of geospatial data standards and tabular formats such as CSV and excel etc. is much better than other 

formats in most available open data platforms. Basic visualization and analytics being offered by open data 

platforms is satisfactory. Support for customization, personalization, access control and other configuration 

features vary across different platforms. DCAT26 is supported by majority of platforms as format for metadata 

exchange. Collaboration and sharing is supported widely, either as internal solution or as an extension 

to platform. Most of the open data solution are either open sources or have community edition with technical 

support for extensions. The tools and technologies used for the development of open data platforms are quite 

ubiquitous and easy to learn. In general the documentation provided by most of the platforms is well formed 

and satisfactory. Majority of the platforms offers the technical support as well as the SaaS features. 

The summary below outline the features provided by reviewed open data platforms. Features marked 

as ά[ƛƳƛǘŜŘέ ŀǊŜ ŦŜŀǘǳǊŜǎ ǘƘŀǘ ŀǊŜ ǇŀǊǘƛŀƭƭȅ ǎǳǇǇƻǊǘŜŘ ōȅ ŀ ǇƭŀǘŦƻǊƳΦ .Ŝƭƻǿ ƛǎ ǘƘŜ ŘŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ ŦŜŀǘǳǊŜǎ 

analysed during the platform review: 

Installed instances: Indicates the popularity of the platform and the potential community size. 

Metadata, Data and File Format Standards and Schemas: Data refers to the data that has been stored on the 

platform or the reference to the external data sources. Usually it is limited to the sequence of numbers, stored 

somewhere in the memory or in the file system that represents the structure of the data. The most popular 

formats are XML, CSV, JSON, XLS, PDF, HTML. Term Metadata is the data about the data - about the structure of 

the data (i.e. keys, indexes, columns), information about the dataset (i.e. title, author, subjects, keywords) 

and provenance information (publisher, revision history, changes, source of data). The metadata and extend the 

search capabilities and permits interoperability between different systems. Formats that are machine-readable 

such as CSV, XML, Geo, XSL etc. can be easily be parsed and interpreted by applications. The data can be stored 

in structured data store rather than file store for efficient retrieval and querying.  Data in RDF format can be 

easily queried with SPARQL. 

Flexible search facility for datasets: Search is a powerful and easy to use feature, which lets users to retrieve 

datasets mentioning the provided keywords. Most of contemporary platforms only provide search capability on 

metadata associated with the dataset and supports filtering. Emerging platforms such as Enigma27 is offering 

more advanced search capabilities such as search at record level granularity and data filtering at multiple levels. 

Indexing provides more efficient searching and speed up the process. 

                                                           

26 http://www.w3.org/TR/vocab-dcat/  

27 http://enigma.io/  

http://www.w3.org/TR/vocab-dcat/
http://enigma.io/
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Social Media, Collaboration and Social Sharing tools: This feature is a collection of mechanisms that allow 

interaction between users. This includes social media tools (i.e. Facebook, Google+, Twitter, etc.) 

to communicate & collaborate, to comment, review and rate the datasets, share links and so on. 

Dataset Publishing workshop: Publishing and workflow are all the features and tools offered through the 

datasets publication process. It may include the data refinement, separation of public / private datasets, files 

upload via web UI, API or linked to an existing file on the web as well as the access control & addition of metadata 

to workflow for data upload.  

Harvesting, Federation and Cataloguing: Federation allows data replication across different instances, 

and provides seamless integration between different independent portal instances ς i.e. by performing a search 

across multiple instances of the platform. Harvesting feature allows extraction of open data from the open data 

portals, dumps or other data sources. This feature includes the data conversion to the form required by the 

platform. Catalogue describes the implemented mechanism for the datasets navigation. 

Extensibility mechanisms: Extensibility of the platform is expressed by the number of features provided 

on the platforms to enable adaptation and extension (i.e. provision of APIs and libraries, support for website 

branding, and connectors, plugins and extensions). 

Data Analysis tools: Support for data analysis varies between the platforms and basic analysis features are 

included in majority of platforms. Some platforms offer more advance features such as statistical operations, 

OLAP, dashboards and analysis widgets etc.  In addition Socrata and Information Workbench provide supports 

for R statistical programming language28 extensions. 

Visualisation tools: Basic visualizations such as maps and charts are supported by most of the platforms. 

Visualizations make use of exiting maps services such as OpenStreetMaps, Google and Bing maps etc; and library 

such as D3.js29 and recline.js30 are commonly used for creating visualizations. 

Personalisation tools: Personalisation is a set of features that allows: (1) modify the portal look and feel by 

portal administrators (i.e. branding, logo, colours), (2) customise the portal view to the users (i.e. personalised 

sorting, auto filtering, proffered view) 

Customisation tools: Customisation is a set of features allowing the portal administrators to define 

the metadata standards, portal rules, enable tools and features as well as to configure the data store and limits. 

Others: All the additional features (i.e. data consumption statistics, overall performance, contextualisation tools 

and so on). 

Dataset licensing service: Describes how the licensing information can be added to dataset (i.e. as metadata). 

Accessibility: It defines how easy it tis to access the data. One of option is application program interface (API) - 

a set of routines, protocols, and tools for building software applications. Platforms export their capabilities 

by providing APIs to external applications. API provides clear specifications for external applications 

                                                           

28 http://www.r -project.org/  

29 http://d3js.org/  

30 http://okfnlabs.org/recline/  

http://www.r-project.org/
http://d3js.org/
http://okfnlabs.org/recline/
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for interaction with the services offered by the platform.  Normally API is exposed as REST (Representational 

State Transfer) or SOAP (Simple Object Access protocol) services. 

Technical Environment: Describes the working environment and the programming language used while 

platform development.  

 

 

 

Figure 8: Enigma search user interface 

 

Figure 9: Interactive R chart in Information Workbench. 
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Figure 10: Recline.js visualization library used by CKAN 

 

3.2 CHARACTERISTICS OF OPEN DATA PLATFORMS 

Desktop research produces a number of existing open data platforms around the world currently offering 

services to groups of stakeholders. Even though they share a lot in common in terms of aims and objectives, 

however, there exist a considerable differences in their design, architecture, file formats, features and functions 

(Iemma et al., 2014). The first generation of open data platforms built basically on the paradigm of Web 1.0 have 

main purpose of making Open Government Data (OGD) available to users rather than offer value-generating 

functionality on data for them (Alexopoulos et al., 2014). The evolutionary dynamics of platform-based 

ecosystems and their modules, argues Tiwana et al. (2010) are influenced by the coevolution of the platforms 

ƻǿƴŜǊǎΩ ǇŜǊǎƻƴŀƭ ǇŜǊŎŜǇǘƛƻƴ ƻŦ ǘƘŜ ŜŎƻǎȅǎǘŜƳΤ ŦƻǊ ŜȄŀƳǇƭŜΣ ǘƘŜ ǇƭŀǘŦƻǊƳ ŀǊŎƘƛǘŜŎǘǳǊŜ ŀƴŘ governance on the 

one hand and the environmental dynamics exogenous to the ecosystem on the other. In the study of motivation 

for online community, it was discovered that άƎƛǾƛƴƎ ōŀŎƪ ǘƻ ǘƘŜ ŎƻƳƳǳƴƛǘȅ ƛƴ ǊŜǘǳǊƴ ŦƻǊ ƘŜƭǇ ǿŀǎ ōȅ ŦŀǊ ǘƘŜ 

Ƴƻǎǘ ŎƛǘŜŘ ǊŜŀǎƻƴ ǿƘȅ ǇŜƻǇƭŜ ǇŀǊǘƛŎƛǇŀǘŜέ in online community activities (Antikainen et al., 2010). Furthermore, 

for open data platform to truly meet its goals, it should be able, by design and architecture, spur usage and 

enable citizens to engage in discussions and collaborations using the data available on the platform. Citizens 

should be encouraged to participate, comment and share, not just the data, but the innovative ideas, 

suggestions, criticisms, grievances and other comments arising from the community as they use the data on the 

platform and engage with each other in the user community ς the public (Antikainen et al., 2010). Unfortunately, 

due to technical difficulties (requiring a level of expertise) or lack of motivation arising from inadequate supply 

of user-friendly tools on the platforms, citizens have not been motivated enough to collaborate intensively and 

extensively on open data platforms (Antikainen et al., 2010). This section evaluates some ODPs such as those in 

ǘƘŜ ƭƛǎǘ ōŜƭƻǿ ǳƴŘŜǊ ǘƘŜ ǾŀǊƛƻǳǎ ōŜƴŎƘƳŀǊƪƛƴƎ ŦŜŀǘǳǊŜǎ ŜŀǊƭƛŜǊ ŜǎǘŀōƭƛǎƘŜŘ ƛƴ ǘƘŜ !ǳǘƘƻǊǎΩ ǊŜǾƛŜǿ ǎŜŎǘƛƻƴΦ !ǘ ǘƘŜ 

end of this section, a summary of findings is presented in a tabular format. The analysed platforms are as follow: 

¶ Comprehensive Knowledge Archive Network ς CKAN31   

¶ DKAN32 

                                                           

31 http://ckan.org/ 

32 http://nucivic.com/dkan/ 
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¶ Socrata33  

¶ PublishMyData34 

¶ Information Workbench35 

¶ Enigma36 

¶ Junar37 

¶ OpenDataSoft(ODS) 38 

¶ Callimachus39  

¶ Datatank40 

¶ Semantic MediaWiki41 

Open data platform is ICT hub that do not only provides the room for gathering and storing data from the public 

administration activities and other domains, it also facilitates value improvement of the datasets, use, reuse and 

sharing of the resources by users. Open data platform is the medium through which open government datasets 

are made accessible to the public; a platform that assembles the legacy data from various sources and organises 

them in a manner that supports easy downloading, modification and sharing of the data (Duval & Brasse, 2014). 

3.2.1 CKAN  

Comprehensive Knowledge Archive Network (CKAN) is the largest most well-documented community-based and 

widely adopted platform in the market (Iemma et al., 2014; Lindén & Stråle, 2014). It has one of the best 

installation procedure manuals with support for any file format. CKAN was developed by the non-profit 

organisation ς Open Knowledge Foundation (OKFN), however, managed by CKAN. In accordance with the above, 

/Y!b ŎƭŀƛƳǎ ǘƘŀǘ ƛǘ ƛǎ ǘƘŜ ǿƻǊƭŘΩǎ ƭŜŀŘƛƴƎ ƻǇŜƴ-source data portal platform delivering a powerful data 

management system that makes data accessible through the provision of tools to streamline publishing, 

sharing, finding and using data (CKAN, n.d.). CKAN is aimed at data publishers of any background 

including national and regional governments, companies and organizations that are interested making 

their data open and available to the public. 

Features: !ǎ ŀƴ ƻǾŜǊǾƛŜǿΣ /Y!bΩǎ Ƴŀƛƴ ŦŜŀǘǳǊŜǎ ƛƴŎƭǳŘŜ ŦƛƴŘƛƴƎ ŀƴŘ ǇǳōƭƛǎƘƛƴƎ ŘŀǘŀǎŜǘǎΣ ǎǘƻǊƛƴƎ ŀƴŘ 

managing data, engaging with users and other stakeholders, and customisation and extension. Data 

publishing is done by importing datasets via a web interface, and offers a searching functionality by 

keyword or filter by tags. This is ŀ ǊƛŎƘ ǎŜŀǊŎƘ ŜȄǇŜǊƛŜƴŎŜ ǿƘƛŎƘ ŀƭƭƻǿǎ ǉǳƛŎƪ ΨDƻƻƎƭŜ-ǎǘȅƭŜΩ ƪŜȅǿƻǊŘ ǎŜŀǊŎƘ ŀƴŘ 

                                                           

33 http://www.socrata.com/  

34 http://www.swirrl.com/publishmydata  

35 http://www.fluidops.com/en/portfolio/information_workbench/  

36 http://enigma.io/  

37 http://www.junar.com/  

38 http://www.opendatasoft.com/    

39 http://www.callimachus.com/  

40 http://www.datatank.co.uk/  

41 https://semantic-mediawiki.org/wiki/Semantic_MediaWiki  

http://www.socrata.com/
http://www.swirrl.com/publishmydata
http://www.fluidops.com/en/portfolio/information_workbench/
http://enigma.io/
http://www.junar.com/
http://www.opendatasoft.com/
http://www.callimachus.com/
http://www.datatank.co.uk/
https://semantic-mediawiki.org/wiki/Semantic_MediaWiki
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faceting by tags and browsing between related datasets to enable users see available datasets, formats of data 

and licensing metadata in the search result. Thus it is possible for users to search on all datasets metadata ς 

title, tag and publisher using search options such as:  

Fuzzing-matching ς allowing searches for closely matching terms instead of exact matches, 

Faceted search ς allowing a drill-down search via facets (e.g. tags, formats, license and publisher) with the ability 

to narrow search into specific dataset formats or tags, and  

Searching via API ς the API search is possible for sort of searching criteria. 

 

 

Figure 11: CKAN's main features - extract for ckan.org 

 

Publishing and managing data is done on a web interface which allows publishers and curators to register, 

update and refine datasets in a distributed authorisation model which enable each publisher to maintain their 

individual data entry and approval. Entry and edit of data can be done in many ways ς directly via the web 

ƛƴǘŜǊŦŀŎŜΣ ǳǎƛƴƎ /Y!bΩǎ ǊƛŎƘ W{hb !tL ŀƴŘ Ǿƛŀ ŎǳǎǘƻƳ ǎǇǊeadsheet importers (CKAN, n.d.). 

CKAN has a customisable data harvesting models which provide the mechanism for importing datasets from 

ǳǎŜǊǎΩ ŜȄƛǎǘƛƴƎ ǊŜǇƻǎƛǘƻǊƛŜǎ ƛƴǘƻ /Y!bΩǎ Ŧacility. These models, already being used to fetch data from data.gov 

include: Geospatial CSW Servers, existing web catalogues, simple HTML index pages or Web Accessible 

Folders, and ArcGIS, Geoportal Servers as well as Z39.50 databases. Other features of the platform available 

for users are publisher tools, which includes: 

Admin dashboard for members and data management; 

Workflow system which separates public from private datasets for controlling visibility of who sees what on 

the system; 

Geospatial features that provide data preview, search and discovery; 

Community services features that offer users the ability to communicate and collaborate with each other on 

data. These features include comments extension, share and RSS feeds as well as follow and to do extensions 

Visualisation tools ς data visualisation by table and charting, mapping and image, etc; 

Themable features ς to create a customisable settings according to users preferences  
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API ς for the purpose of querying and access to dataset information, CKAN provides a RESTful JASON API which 

gives access to a number of services such as full querying/searching, data information and download, dataset 

listing and etc. 

Storage, History, Extension and Federate are other features of importance which enable users to store data, 

metadata and links to offsite repositories; provide histories of edits and versions of dataset metadata using 

Version Domain Model (VDM); up to 60 extension options for user to use for their data and provide the 

opportunity for users to create federate network of CKAN nodes involving other CKAN facilities. 

In terms of popularity and user base, CKAN which is aimed at the government, is being used, so far, by 50 out of 

330 data catalogues worldwide (Iemma et al., 2014). CKAN platform has the capability to provide rich service to 

users based on the possession of the following features (CKAN, n.d.): 

¶ Complete catalogue system with easy to use web interface and a powerful API 

¶ Strong integration with third-ǇŀǊǘȅ /a{Ωǎ ƭƛƪŜ 5ǊǳǇŀƭ ŀƴd WordPress 

¶ Data visualization and analytics 

¶ Workflow support lets departments or groups manage their own data publishing 

¶ Fine-grained access control 

¶ Integrated data storage and full data API 

¶ Federated structure: easily set up new instances with common search 

Table 12: Summary of CKAN features 
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1 CKAN 

Features Website literature review 

Installed instances CKAN has 116 well-known instances on the web and several other 

instances. 

Metadata, Data and File Format 

Standards and Schemas 

Support for any file format including tabulated geospatial data 

formats e.g. CSV, XLS, ArcGIS, Inspire and GeoJSON. API ς for 

querying and accessing datasets; uses RESTful JASON API for access 

to services. Any file format can be uploaded. Other files supported. 

Store metadata of dataset and supports DCAT. 

Flexible search facility for 

datasets 

APIs for searching, querying & accessing datasets; RESTful JASON 

API for querying/searching, data, information & download, dataset 

listing etc. Searching by keyword or filter by tags; drill-down search 

via facets. Uses metadata fields to create the index. 

Social Media, Collaboration and 

Social Sharing tools 

CKAN has many social media tools: Facebook, Google+, twitter, etc. 

for user to communicate & collaborate, to comments, share, RSS 

feeds, follow, & To-do extensions.  

Dataset Publishing workshop Streamline publishing by importing datasets via a web interface 

which allows update & refine datasets in a distributed 

authorisation model. Workflow for groups to customised data 

publishing, separation of public / private datasets. Fine-grained 

access control & addition of metadata to workflow for data upload. 

File upload via web UI using API or linked to an existing file on the 

web; dataset upload by adding metadata on workflow 

Harvesting, Federation and 

Cataloguing 

Customisable data harvesting fetches data from sources: 

Geospatial CSW Servers, existing web catalogues, simple HTML 

index pages or Web Accessible Folders, ArcGIS, Geoportal Servers 

& Z39.50 databases. Complete cataloguing, easy interface & API. 

Strong integration and federate capability. Supports federation & 

has easy to use cataloguing & search service. 

Extensibility mechanisms Iŀǎ ǳǇ ǘƻ сл ŜȄǘŜƴǎƛƻƴ ƻǇǘƛƻƴǎ ŦƻǊ ǳǎŜǊǎΤ ƛǘΩǎ hǇŜƴ ǎƻǳǊŎŜΣ ǾŜǊȅ 

extensible platform, has JSON API. Allows links to external datasets 

Data Analysis tools Administrative dashboard for members and data management but 

no special tools for data analysis 

Visualisation tools Basic visualization for tabular data and also by charting, mapping 

and imagery, etc.  
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Personalisation tools Themable features ς ǇŜǊǎƻƴŀƭƛǎŜŘ ǎŜǘǘƛƴƎǎ ŦƻǊ ǳǎŜǊǎΩ ǇǊŜŦŜǊŜƴŎŜǎΦ  

Customisation tools CKAN has customisable data harvesting models which support 

ƛƳǇƻǊǘƛƴƎ ŘŀǘŀǎŜǘǎ ŦǊƻƳ ǳǎŜǊǎΩ ǊŜǇƻǎƛǘƻǊƛŜǎΦ /ǳǎǘƻƳƛȊŀǘƛƻƴ ǳǎƛƴƎ 

extension 

Dataset licensing service Licensing information can be added during the upload process 

Accessibility No special features related to accessibility 

Technical Environment Build using python programming languages with pylon web 

framework. 

Others Supports all file format; ease of use, detailed documentation, vast 

user base;  self-hosted or accessed as SaaS 

 

3.2.2 DKAN  

DKAN is an open data platform that is based on Drupal and maintained by NuCivic. It is a tool which provides 

a full suite of cataloguing, publishing and visualization features that allow governments, non-profit organisations 

and universities to easily publish data to the public. With supports and inputs from OKF, DKAN is designed after 

CKAN 2.0 functionality, standards and API configuration; and does, in fact, reuses CKAN components wherever 

possible (Hoppin, Byrnes, & Couch, 2013; World Bank, 2014). There is however, a point of difference between 

CKAN and DKAN in that, DKAN is a distribution (pre-configuration) of Drupal and as such is also a complete CMS 

offering comprehensive tools to manage content, documents, and community, in addition to datasets which is 

presumably impossible in CKAN (World Bank, 2014). 

 

 

Figure 12: DKAN web Interface. Source: http://nucivic.com/dkan/ 

 

http://nucivic.com/dkan/
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Features: {ƻƳŜ ƻŦ 5Y!bΩǎ ŦŜŀǘǳǊŜǎ ǘŀƪŜǎ ŀŘǾŀƴǘŀƎŜ ƻŦ 5ǊǳǇŀƭΩǎ ǿŜƭƭ-developed Flexible and Theming system for 

Customisation, and others are derived from CKAN since both platform are intended to be compatible. More key 

features of DKAN include ς ease of data publishing in key machine-readable formats (including JSON, XML, RDF), 

share datasets through an API as well as manage the upload of large datasets. DKAN has 18,489 extension 

modules to customise functionalities and has the capability to manage dataset easily (Hoppin et al., 2013). DKAN 

is built so that it can support social media tools such as blog, comment module from Drupal, Disqus comments 

for collaboration and interaction purposes amount users. Data Workflow, Editable Universal Unique Identifier 

(UUID) Field, Google Analytics Reports, Publishing of maps with CartoDB and DKAN, Visualization Entity and 

Datastore API are other examples of features of the platform. The search facility is clearly presented; permits 

filtering by metadata to returns results with titles and descriptions (World Bank, 2014) 

 

 

Figure 13: DKAN features in brief. Source: http://nucivic.com/dkan/ 

 

A summary of the features of DKAN is offered by World Bank (2014) is presented below. 

DKAN imports and interprets datasets in CSV, XLS, XLSX and PDF file formats and also text files in a machine-

readable format. As a current shortcoming, DKAN render data to users in the same format as it obtain datasets 

from publisher without any data transformation. 

DKAN has a clear and thoroughly documented online but complex API which allow data resources 

to be downloaded via the API with output available as JSON or XML. 

DKAN harvests existing data resources and is able to regularly update streaming data, via the API. However, 

there is currently no user-interface for setting up automated harvesting tasks.  

CŜŘŜǊŀǘƛƴƎ ƛǎ ƳŀŘŜ ǇƻǎǎƛōƭŜ ǘƘǊƻǳƎƘ 5Y!bΩǎ ƛƴǘŜǊŎƻƴƴŜŎǘƛƻƴǎ ǿƛǘƘ 5ǊǳǇŀƭ 

As part of standardisation policy, DKAN is aligned with best practice in the open data industry, yet offers no 

support for metadata and data structure.  

5Y!bΩǎ Ǿƛǎǳŀƭƛǎŀǘƛƻƴ ǘƻƻƭ ƛǎ ŘŜǎŎǊƛōŜŘ ŀǎ ΨǇǳōƭƛŎ ŦŀŎƛƴƎ Ǿƛǎǳŀƭƛǎŀǘƛƻƴ ƭƛōǊŀǊȅΩΣ ƭƛƳƛǘŜŘ ƛƴ ǎǳǇǇƻǊǘ ŀƴŘ ŘƻŜǎ ƴƻǘ 

permit functionalities to save or share of specific visualisation materials but a new set of tools developed recently 

supports embedding and saving charts, including geospatial data, as part of data-driven initiative  

http://nucivic.com/dkan/
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Integration toolkits were developed to facilitate integration with third-party data visualisation web services such 

as CartoDB. 

 

Table 13: Summary of DKAN features 

2 DKAN 

Features Website literature review 

Installed instances No good estimate available 

Metadata, Data and File 

Format Standards and 

Schemas 

Designed after CKAN 2.0 functionalities, standards and API configuration with supports 

for standard file formats including DCAT, INSPIRE, CSV, JSON, XML, & RDF. Upload Files 

in any format 
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Flexible search facility for 

datasets 

The search facility is clearly presented; permits filtering by metadata to returns results 

with title and description 

DKAN provides search UI and allows filtering on metadata fields 

Social Media, Collaboration 

and Social Sharing tools 

DKAN is a distribution (pre-configuration) of Drupal with a complete CMS. Offers tools to 

manage content, documents, & community. Sharing via API; Supports social media, e.g. 

blog, comment, Drupal, Disqus comments, collaboration and interaction. 

Dataset Publishing 

workshop 

Full suite of cataloguing, publishing features. Ease of data publishing in key machine 

readable formats (e.g. JSON, XML, & RDF). Data Workflow, Editable Universal Unique 

Identifier (UUID) Field. Upload data using DKAN web front-end and provides web-based 

workflow attaching metadata to dataset 

Harvesting, Federation and 

Cataloguing 

DKAN has complete suite of tools for cataloguing and harvesting dataset. 

Extensibility mechanisms DKAN has 18,489 extension modules to support customizable functionalities with easy 

dataset management. Open source project; based on popular Drupal CMS which can be 

easily extended 

Data Analysis tools No special data analysis functions or tools, support Google Analytics, Publishing maps 

with CartoDB.  

Visualisation tools Visualization features exist for users to display their dataset in reports but limited 

support 

Personalisation tools Theming is available for personalisation. 

Customisation tools CKAN can be customized with theming, JSON API and Drupal extension 

Dataset licensing service Licensing information can be added during the upload process 

Accessibility No build-in support for accessibility, but accessibility features could be added using 

Drupal accessibility modules 

Technical Environment Uses PHP based CMS Drupal 

Others Data store API, easy to use extendable platform, Similar to CKAN; Provides complete 

CMS functionality 

 

3.2.3 SOCRATA  

{ƻŎǊŀǘŀ ƛǎ ŀƴ ƻǇŜƴ Řŀǘŀ ǇƭŀǘŦƻǊƳ ǇǊƻǾƛŘƛƴƎ {ƻŦǘǿŀǊŜ ŀǎ ŀ {ŜǊǾƛŎŜ ό{ŀŀ{ύ ǿƛǘƘ ŀ άǊŀƴƎŜ ƻŦ ŜȄǘŜƴǎƛƻƴ 

for dashboards, live reports and the ability to manipulaǘŜ ŀƴŘ ǳǇŘŀǘŜ ŜȄƛǎǘƛƴƎ Řŀǘŀ ƭƛǾŜ ƛƴ ǘƘŜ ǇƻǊǘŀƭέ (World 

Bank, 2014).  It offers citizens a direct way to access and use public information by by-passing the formal process 

of requesting information from the government (Russell, Kristin, n.d.). This means citizens are granted access 

and opportunity to review, compare, visualize, and analyse data as well as share their discoveries in real time. 

The vision is to transform how citizens and government interact and to enable citizens make their charts, graph 

and maps about what interest them most.  



40 

 

Features: ¦ƴŘŜǊ ǘƘŜ ǘŜǊƳ ά{ǘǊŜŀƳƭƛƴŜ 5ŀǘŀ tǳōƭƛǎƘƛƴƎ ŀƴŘ aŀƴŀƎŜƳŜƴǘέΣ {ƻŎǊŀǘŀ ŜȄǇƭŀƛƴǎ ǘƘŜ ǇǊƻǾƛǎƛƻƴ 

of a scalable cloud platform which helps users create a sustainable open data program. As a data publishing 

platform optimised for business users, Socrata is an easy-to-use set of tools that require no special skills 

to publish data because it permits automatic publishing with API-based ŎƭƛŜƴǘ ƭƛōǊŀǊƛŜǎ ƛƴ ŀ ΨǇǳǎƘ ƳƻŘŜΩ (Iemma 

et al., 2014), and allow configuration of publishing and workflow organisation. It offers Flexible metadata 

management by means of which users can implement a defined standard of vocabulary for their organisation, 

and create and maintain an enterprise data inventory via APIs or data.json file type. Network creation with 

regional hubs, cities and counties is simplified into a one-click process that seamlessly allows users to Federate 

with other Socrata customers. Socrata also offers the users the possibility to measure their performances on 

the platform in real-time consumption and distribution of their data and API. Publishers can track which data 

is most consumed and how. Real-time reporting ŀƭƭƻǿǎ ƳƻƴƛǘƻǊƛƴƎ ƻŦ ǇƻƛƎƴŀƴǘ όΨƘƻǘΩύ ŘŀǘŀǎŜǘǎΣ ǘǊŜƴŘƛƴƎ 

keywords and API usage tracking. Another important feature of Socrata is the freedom of portal administration 

it grants to users which allows them access to tools to secure their sites and manage resources. This privilege 

ŀƭǎƻ ŜƴŀōƭŜǎ ƎǊŀƴǳƭŀǊ ŎƻƴǘǊƻƭ ƻǾŜǊ ŜǾŜǊȅ ŘŀǘŀǎŜǘ ǿƛǘƘ ǇǳōƭƛǎƘŜǊΩǎ ƻǇǘƛƻƴ ǘƻ ƪŜŜǇ ǇǊƛǾŀǘŜ ƻǊ ǎƘŀǊŜ ǿƛǘƘ ǘƘŜ ǇǳōƭƛŎΤ 

manage their sites with end-to-end datasets, users analytics, licensing and attribution. 

 

 

Figure 14: Socrata web interface. Source: http://www.socrata.com/ 

 

¦ƴŘŜǊ ǘƘŜ ǘŜǊƳ άModern, Consumer-friendly Experience for CitizensέΣ {ƻŎǊŀǘŀ ǇǊƻǾƛŘŜǎ tools that 

ensure users can easily discover, explore, visualise and share government data to make it more 

impactful. Searching data on the portal is made possible by a robust weighted search index that 

combines metadata as well as row-, column- and cell-level to maximise relevance in searches. A special 

advantage provided by Socrata to users is the fact that non-technical users can easily interact with the 

data online and make a sense of it using capabilities such sorting, auto-filtering to create a 

personalised view in addition to mapping and charting capabilities. On social aspect, Socrata provides 

a platform that supports civic engagement and participation, bringing social experience around data 

in the form of comments, rating, and even more importantly, a feedback loop that drives further 

adoption and data consumption culture across social networks. The platform also support co-creation 

and crowd-sourcing functionalities by helping specialised users such as journalists and bloggers to 

contextualise government data and use it to share their stories. In order to support contextualisation, 

http://www.socrata.com/

